Development of Counting Based Visual Question Answering System by Using Transformer and Pyramid Networks with Hybrid Deep Learning Model
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ABSTRACT

Visual Question Answering (VQA) merges images and natural language processing, that enables machines to respond to queries about visual content with prowess by comprehending visual features and contextual cues in text. VQA aims to bridge the gap between human-like understanding and visual comprehension. Counting-based VQA is a specific subfield within VQA that focuses on answering questions related to counting objects or quantities in images. The objective of counting-based VQA is to develop algorithms and models capable of accurately answering questions that involve counting specific objects or quantities in visual data. Our Model consists of Bidirectional Encoder Representations from Transformers (BERT) to extract the texture features from the Question part and for the visual part, Feature Pyramid Network (FPN) is used to extract the deep features from images. Both the textual and visual features are integrated to form a combined set of features. These fused features are fed in to a hybrid model for answer prediction. This hybrid model is an integration of Gated Recurrent Unit (GRU) and One-Dimensional Convolutional Neural Network (1DCNN).
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1 Introduction

To predict the answer conditioned on the input image and question as a classification task instead of a sentence generation task. Specifically, the final answer can be selected from the class with the highest probability [1]. Fusion of these features to obtain a single feature vector representing both the visual information and the question. The prediction is based on this vector [2]. To encode the textual question Q containing M words using a pretrained BERT. This results into a sequence q of M d-dimensional vectors [3]. The region features are good at capturing objects in an image, and thus very useful for answering questions on object counting [4]. The model attends over the regions in each image separately using the question embedding. Pooling the region features gives a representation of an image. These are concatenated and
combined by the question embedding to give the joint scene representation [5]. The two final concatenated vectors and also considers only visual feature vectors and word embeddings. This way, which feature set gives the best accuracy can be observed [6].

2 Recent Works

When the number of decoding layers is increased from one layer to two layers, the impact of the model is greatly enhanced [7]. The multi-scale information of images can be captured by using the high resolution of low-level features and rich semantic information of high-level features. FPN extracts the features from the deep-layer network and gets the same features as the shallow layer features through the up-sampling. Then, the fusion of the two features is used as the input of the classification network and achieves good results in the classification task [16]. Both features are fused by element-wise multiplication and fed into multiple layers of network model to predict the answer [8]. Modified versions from Recurrent Neural Network (RNN) are utilized to better performance such as long short-term memory (LSTM) and GRU. GRU is a modified version from LSTM with 2 gates instead of 4 as in LSTM, so GRU needs less computational power than LSTM [9]. For sufficiently complex spaces, the agent needs to hold this information in memory for a long time. This motivates the need for an explicit external memory representation that is filled by the agent as it interacts with its environment. This memory must be both spatial and semantic so it can represent what is where. We propose a new recurrent layer formulation: Egocentric Spatial GRU (esGRU) to represent this memory [14]. VQA requires a high level understanding of images and questions, and is often considered to be a good proxy for visual reasoning. However, it is not straightforward to use ConvNets in a context where a high level of reasoning is required [10]. VQA challenge, linked to the VQA task, combine joint embedding with some type of attention model to focus on a specific part of the image [11].

The Prediction is done by multiplying output probabilities of both models for each class and taking the answer with the highest value as output [12]. The hybrid model can generate accurate results when compared to a single model. The convolutional processing uses multiple convolution kernels to extract the various features that contribute to classification [13]. The CNN is used to extract spatial features while the GRU is used to extract temporal features. Single-task CNNs are suitable for spatial feature extraction and single-task GRUs are suitable for temporal feature extraction [15]. The semantic features extracted from the question as guiding features for the attention weight calculation of image features so as to use the key information in the question to improve the accuracy of finding the answer from the picture [17]. The main objective of our work is to develop the VQA model that should take less amount of training time, should be able to accurately answer for simple and complex questions as well.

Proposed Work Explanation
3.1 Dataset Description

Our proposed method involves gathering visual question and image data from https://visualqa.org/download.html/. This dataset comprises open-ended questions related to images and consists of 50,000 images and 150,000 different question types. The corresponding questions and answers are stored in .json file. The input questions follow a data structure defined by task type, data type and data subtype. Similarly the answer structure includes data type, data subtype, answer type, multiple-choice answer and answer confidence.

To implement our method, we specifically utilize the data type “how many” since it suits our counting-based system. The collected images are genuine and balanced, devoid of abstract scenes. Our approach considers three distinct question types per image, which encompass both simple and complex variations. The input images and questions are denoted as as Iinput and Qinput. Figure 1 contains sample images from vqa dataset.

<table>
<thead>
<tr>
<th>Sample Images</th>
<th>Questions</th>
<th>Answers</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.jpg" alt="Sample Images" /></td>
<td>How many boys sitting?</td>
<td>3</td>
</tr>
<tr>
<td><img src="image2.jpg" alt="Sample Images" /></td>
<td>How many oranges have a sticker?</td>
<td>2</td>
</tr>
</tbody>
</table>
3.2 Text Features

Preprocessing refers to the procedure of removing unnecessary data from a given dataset and preparing it for subsequent analysis. In this context, preprocessing encompasses the elimination of punctuation and the application of stemming techniques. By removing punctuation marks and applying stemming the text processing approach achieves improved performance and reduced memory usage. Consequently, the preprocessed data denoted as Qaprep, is obtained without punctuation marks and with applied stemming from Qinput.

To convert text into vectors using BERT, the Qaprep is tokenized into individual words or subwords. Each token is then mapped to its corresponding word embedding vector using a pretrained BERT model. These word embeddings not only represent the meaning of individual words. But also, the context in which they appear. BERT incorporates a technique called “attention mechanism”, which allows it to assign different weights to different words in the sentence, emphasizing the most relevant information. This attention mechanism helps capture long range dependencies and understand the relationships between different parts of the text. After mapping each token to its word embedding, BERT applies several layers of self-attention and feed forward neural networks to refine the representations further. These layers enable BERT to capture complex patterns and semantic relationships within the text. The final output from BERT is a length of fixed length vectors Qafeat that represent the contextualized embeddings of the input text Qaprep.

3.3 Image Features

FPN provides an effective solution for handling scale variation in images. The combination of the top-down pathway and lateral connections in FPN allows it to generate a set of feature maps, each corresponding to a specific scale. These feature maps contain multi-scale representations of image, where fine-grained details coexist with high-level semantic information. By integrating features from different scales and preserving both local and global
information, FPN enables robust and accurate visual recognition tasks. FPN feature maps are often used in conjunction with Region Proposal Networks (RPNs) to detect objects at different scales and locations within an image.

The FPN performs training of the input images $I_{\text{input}}$ with their corresponding targets and produces $I_{\text{afeat}}$ as the deep features from the pooling layer. These $I_{\text{afeat}}$ obtained from the pooling layer contain rich and hierarchical representation of the input images. They capture both low level details and high level semantic information from the images.

### 3.4 Feature Integration

The counting based VQA model proposed in this paper combines text and visual features to accurately answer counting questions. BERT method is used to extract textual features $Q_{\text{afeat}}$, while the FPN network used to pull out the image features $I_{\text{afeat}}$. These features are concatenated and represented as $F_{\text{concat}} = \{ Q_{\text{afeat}}, I_{\text{afeat}} \}$, where $e$ ranges from 1 to $E$, with $E$ representing the average count of the concatenated features.

### 3.5 Hybrid Model

This model combines a 1DCNN and GRU which utilizes an averaging mechanism to generate accurate answers. $F_{\text{concat}}$ serves as the input for both the 1DCNN and GRU networks. The combined features are then passed through the fully connected layers, which further process and transform the information. By concatenating the features, the model can effectively capture the relationships between the visual and textual modalities. The 1DCNN component processes the concatenated feature vector using 1D convolutional operations. This enables the model to capture local patterns and important information within the combined features. The output of the 1DCNN represents the learned visual-textual features. Simultaneously, the GRU component receives the concatenated feature vector and processes it sequentially to capture the temporal dependencies and semantic context within the question and visual information.

Following the processing of both the 1DCNN and GRU, an averaging mechanism is applied. The outputs from the 1DCNN and GRU networks are averaged together, resulting in a combined representation that incorporates both visual and textual information. This approach allows for effective integration of both visual and textual information, leading to accurate answer prediction for counting tasks in VQA. The Proposed model is given in Figure 2.
3 Results and Discussion

4.1 Simulation Setup

The designed counting-based VQA method Hybrid 1DCNN-GRU was implemented in Python and evaluated through experimental analysis. Various measures were employed for comparing the proposed counting-based VQA model and conventional models. The developed Proposed Hybrid 1DCNN-GRU is compared with the machine learning classifiers like LSTM, Deep CNN and RNN-CNN-MLP.

4.2 Performance metrics

Here, \( j \) is the number of fitted points, \( av \) is the actual value, \( fv \) is the forecasted value, and the value of computation is added for each fitted point is denoted by \( i \).

4.2.1 MSE

MSE is calculated as the mean or average of the squared differences between predicted and expected target values in a dataset

\[
MSE = \frac{1}{j} \sum_{i} (av - fv)^2
\]

4.2.2 RMSEs

RMSE is calculated as the square root of the mean or average of the squared differences between predicted and expected target values in a dataset.
RMSE = \sqrt{\frac{1}{j} \sum_{i=1}^{j} (av - fv)^2}

4.2.3 MAE

MAE score is calculated as the average of the absolute error values. Absolute or abs() is a mathematical function that simply makes a number positive. Therefore, the difference between an expected and predicted value may be positive or negative and is forced to be positive when calculating the MAE.

\[ MAE = \frac{1}{j} \sum_{i=1}^{j} \text{abs}(av - fv) \]

4.3 Experimental Results

The resultant images along with the simple and complex questions with obtained answers from the suggested model are given in Figure 3.

<table>
<thead>
<tr>
<th>Images</th>
<th>Questions</th>
<th>Actual Answers</th>
<th>Predicted Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td>How many giraffes are in the picture?</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td><img src="image2.png" alt="Image" /></td>
<td>How many bananas on the plate?</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Question</td>
<td>Model 1</td>
<td>Model 2</td>
<td></td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>---------</td>
<td>---------</td>
<td></td>
</tr>
<tr>
<td>How many vehicles do you see?</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>How many animals are the same color?</td>
<td>10</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>How many windows do you see?</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 3: Generated Answers from the proposed counting-based VQA model*
4.4 Model Evaluation

![Graphs showing statistical evaluation on designed method based on MSE, RMSE, MAE](image)

**Figure 4: Statistical evaluation on designed method based on MSE, RMSE, MAE**

The efficiency of the designed counting-based VQA method is evaluated with diverse deep learning methods under various statistical metrics like “best, worst, mean, median, and standard deviation” which is given in Figure 4

**Table 1: Overall evaluation in all measures**

<table>
<thead>
<tr>
<th>MEASURES</th>
<th>LSTM</th>
<th>Deep CNN</th>
<th>MLP</th>
<th>1DCNN-GRU</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>0.1771</td>
<td>0.1785</td>
<td>0.17414</td>
<td>0.15775</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.4617</td>
<td>0.4567</td>
<td>0.45091</td>
<td>0.4194</td>
</tr>
<tr>
<td>MAE</td>
<td>0.0750</td>
<td>0.07610</td>
<td>0.0758</td>
<td>0.0723</td>
</tr>
</tbody>
</table>

From the Table 1, we conclude that all the error measures are minimized in our proposed model
1DCNN-GRU. Evaluation of the designed counting-based VQA model is tested based on different statistical measures with diverse. The efficiency of the designed approach starts with a lower error rate than the other classifiers and decreased severely to lower standard deviation in the MSE, RMSE and MAE analysis.

4 Conclusion

This work was designed for a counting-aided VQA method using hybrid deep learning for achieving better prediction results in the proposed model. Among all the question types, the most challenging question type is said to be counting, such as “How many?” Still, VQA models consist of certain difficulties in counting the objects that are present in the natural images. The basic technique in the VQA involved either classifying answers according to a fixed-length description of both the question and image or estimating summing fractional counts from every image section. Soft attention in these methods is utilized to find these primary issues. To circumvent this problem, the major scope of this paper is to implement a new visual question answering system based on a counting scenario.
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